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Abstract
To manage exceptions, software relies on a key architectural guar-

antee, precision: that exceptions appear to execute between instruc-

tions. However, this definition, dating back over 60 years, funda-

mentally assumes a sequential programmers model. Modern ar-

chitectures such as Arm-A with programmer-observable relaxed

behaviour make such a naive definition inadequate, and it is unclear

exactly what guarantees programmers have on exception entry and

exit.

In this paper, we clarify the concepts needed to discuss excep-

tions in the relaxed-memory setting – a key aspect of precisely

specifying the architectural interface between hardware and soft-

ware. We explore the basic relaxed behaviour across exception

boundaries, and the semantics of external aborts, using Arm-A as

a representative modern architecture. We identify an important

problem, present yet unexplored for decades: pinning down what

it means for exceptions to be precise in a relaxed setting. We de-

scribe key phenomena that any definition should account for. We

develop an axiomatic model for Arm-A precise exceptions, tooling

for axiomatic model execution, and a library of tests. Finally we

explore the relaxed semantics of software-generated interrupts, as

used in sophisticated programming patterns, and sketch how they

too could be modelled.

1 Introduction
Hardware exceptions (and their many variants: interrupts, traps,

faults, aborts, etc.) provide support for many exceptional situa-

tions that systems software has to manage. This includes explicit

privilege transitions via system calls, implicit privilege transitions

from trappable instructions, inter-processor software-generated

interrupts, external interrupts from timers or devices, recoverable

faults like address translation faults, and non-recoverable faults

like memory error correction faults.

To confidently write concurrent systems code that handles ex-

ceptions, e.g. mapping on demand at page faults, programmers

,
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need a well-defined and well-understood semantics. The definition

given in modern architectures (e.g. in the current Arm-A documen-

tation) is basically unchanged since the IBM System/360, roughly

as Hennessy and Patterson [29] state: “An exception is imprecise if
the processor state when an exception is raised does not look exactly
as if the instructions were executed sequentially in strict program
order”. However, on pipelined, out-of-order processors with ob-

servable speculative execution, exceptions have subtle interactions

with relaxed memory behaviour which have not previously been

investigated.

1.1 Contributions
In this paper, we investigate the relaxed concurrency semantics of

exceptions on modern high-performance architectures. We focus

on the Arm-A application-profile architecture as a representative

example, although we expect that the challenges we describe also

appear in other, similarly relaxed, architectures. This work involved

detailed discussions with Arm senior staff, including the Arm Chief

Architect and an Arm Generic Interrupt Controller (GIC) expert.

Our contributions are:

• We clarify the concepts and terminology needed to discuss

exceptions in relaxed-memory executions (§2).

• We explore the relaxed behaviour of exceptions: out-of-

order and speculative execution, and forwarding across

exception entry/exit boundaries (§3). This is based on dis-

cussions with Arm and testing of several processor imple-

mentations, using a test harness for hardware testing of

exceptions, and a library of hand-written litmus tests.

• We explore the semantics of memory errors (§4). In Arm-A,

these can generate external aborts. Some implementations,

including server designs, may exhibit synchronous external
aborts. Such implementations rule out load-buffering (LB)

relaxed behaviour, which substantially curtails how relaxed

observable behaviour is.

• We develop an axiomatic model for Arm-A precise excep-

tions (§5). We extend Isla [12] to support both ISA and

relaxed-memory concurrency aspects of exceptions, and

we use it to evaluate the axiomatic model on tests.
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• We identify and discuss the substantial open problem of

what it means for exceptions to be precise in relaxed set-

ting (§6). We characterise key properties that a definition

should respect, and highlight the challenge of giving a

proper definition of precision when relaxed behaviour is

allowed across exception boundaries.

• Finally, we explore a significant use-case of exceptions that

benefits from the clarification of their interaction with re-

laxed memory: the relaxed semantics of software-generated

interrupts as used for sophisticated low-cost synchronisa-

tion, e.g. in Linux’s RCU [45] and Verona (§7). We sketch

this in an axiomatic model.

This is an essential part of the necessary foundation for con-

fidently programming systems code, building on previous work

that has clarified ‘user’ relaxed concurrency [1–3, 6–8, 12, 19, 24–

28, 31, 49, 50, 52–54, 56, 59] and complementing recent work on the

systems aspects of instruction fetch [58] and virtual memory [4, 57].

It helps put processor architecture specifications such as Arm-A on

an unambiguous footing, where the allowed behaviour of systems-

code idioms can be computed from a precise and executable-as-test-

oracle definition of the architecture.

1.2 Scope and limitations
Our models cover important use cases of exceptions, but there

remain several questions to be addressed by future work. We do

not give semantics to imprecise exceptions, as it is unclear how to

do so at the architectural level.

For our specific modelling of Arm: we do not define the be-

haviour of ‘constrained unpredictable’, and merely flag when it is

triggered. Clarifying it will require substantial extensive discussions

with Arm architects, likely affecting the wording in the architec-

tural specifications, beyond the scope of this paper. We do not try

to precisely model the relaxed behaviour of system registers, but

merely sufficient conditions for conservative use cases in the con-

text of exceptions (§3.1). We do not model switching between Arm

FEAT_ExS modes (§3.5): they are supported architecturally, but are

not commonly implemented. We rely on a specific configuration

to illustrate the use of interrupts for synchronisation (§7), with-

out detailed modelling of the Arm Generic Interrupt Controller

(GIC), or other system-on-chip (SoC) aspects. The GIC is a complex

hardware component, with a 950-page specification [10, H.b], and

modelling it in full would be a major project in itself. This work

is validated by substantial discussion and hardware testing, but

more extensive testing on more devices is always desirable; we

hope that our work will spur such additional testing on devices

not available to us. Finally, while we believe our models correctly

capture the Arm architectural intent, and that it gives a solid basis

for programmers, this paper is not an authoritative definition of

the architecture, which is in any case subject to change.

2 Arm-A architectural concepts for exceptions
We refine the Arm-A architectural concepts for exceptions.

2.1 Exception taxonomy
Arm-A defines multiple kinds of exception [9, D1.3.1, p6060]: Syn-
chronous exceptions (supervisor/hypervisor calls, traps, data/instruc-
tion, page faults, etc.) and interrupts (IRQ/FIQ from processors/pe-

ripherals/timers and system errors).

The preferred return address of synchronous exceptions has

some architecturally defined relationship with the instruction that

caused them, and they are precise. Their precision means roughly

that synchronous exceptions are observed at particular points in

the instruction stream, and so can use the preferred return address

to resume executing it after handling the exception. We return to

precision below.

All interrupts are precise apart from SError (System Error) inter-

rupts, for which it is implementation-defined (per-kind) whether

they are precise. SError interrupts arise from external system errors

that may or may not be recoverable. For example, an unrecover-

able imprecise SError may be generated by late detection of an

uncorrectable memory error correction error. Exceptions stemming

from such late detection of uncorrectable memory errors are called

external aborts. In §3, we discuss how the mechanism an implemen-

tation uses to report external aborts can rule out or allow relaxed

behaviour.

2.2 Basic architectural machinery for
exceptions

In Arm-A, when an exception is taken, execution jumps to the

exception vector, an offset from the appropriate vector base ad-

dress register (VBAR) value depending on the kind of exception.

The appropriate exception syndrome register (ESR), fault address

register (FAR), and exception link register (ELR) are written with

information about the cause and the preferred return address. In

some cases, the exception level (EL) register value, ranging in in-

creasing privilege from 0 to 3, is also changed. Exception handlers

typically use ERET to return from an exception, which restores

some processor state and branches to the address in the appropriate

ELR. Most of these system registers (VBAR, ESR, etc.) are banked.

2.3 Instructions and instruction streams
One often thinks of processors as executing instructions in some

instruction sequence, and common terminology is based on those

two concepts. For example, the Armmanual has around 60 instances

of instruction stream or execution stream. However, to account for

relaxed behaviours and exceptions, we must refine these concepts.

2.3.1 From instructions to fetch-decode-execute instances. Excep-
tions can arise at multiple points within the fetch-decode-execute

cycle, including during the fetch and decode, when there is no

‘instruction’. For Armv9.4-A, much of this is captured in an Arm

top-level function written in the Arm Architecture Specification

Language (ASL).

We have then integrated this into Sail-based tooling to obtain an

executable-as-test-oracle semantics of the sequential ISA aspects

of Armv9.4-A with exceptions (§5.1). A highly simplified outline of

a single-instruction slice of the (400k line) instruction semantics is:

function __TopLevel() =

// in TakePendingInterrupts:

2
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Figure 1: Top. The tree of (partially) executed FDX instances
at one time, in hardware or operational model execution. Bot-
tom. The sequence of architecturally executed FDX instances
in a completed execution.

if IRQ then AArch64_TakePhysicalIRQException()

if SE then AArch64_TakePhysicalSErrorException(...)

// in AArch64_CheckPCAlignment:

if pc[1..0] != 0b00 then AArch64_PCAlignmentFault()

// in __FetchInstr:

opcode = AArch64_MemSingle_read(pc, 4) // read memory

// in __DecodeA64:

match opcode

[1,_,1,1,1,0,0,1,0,1,_,_,_,_,_,_,_,_,_,_,_,_,_,_,_,_,_,_,
_,_,_,_] =

// the semantics for one family of instructions,

// including loads LDR Xt,[Xn]

// execute_aarch64_instrs_memory_single_general_

// immediate_signed_post_idx(n,t,...)

let address = X_read(n, 64) // read register n

let data : bits('datasize) = // read memory

Mem_read(address, DIV(datasize,8))

// write register t

X_set(t, regsize) = ZeroExtend(data, regsize)

Executing this semantics may lead to one or more kinds of ex-

ception, calling the ASL/Sail function AArch64_TakeException().

This function writes the appropriate values to registers, e.g. com-

puting the next PC, exception level, etc. and terminates this

__TopLevel() execution. So instead of ‘instruction instances’, we

refer to fetch-decode-execute instances (FDX instances), a single

execution of __TopLevel().

2.3.2 Fetch-decode-execute trees and streams. One must relate the

out-of-order speculative execution of hardware implementations

and the architectural definition of the allowed behaviours. We will

use the following concepts, well-understood when modelling re-

laxed memory without exceptions.

At any instant, each core may be processing, out-of-order and

speculatively, many instructions (really, FDX instances) from its

hardware thread. Partially executed instances are restarted or dis-

carded if they would violate the intended semantics (e.g. mispre-

dicted branch).

One can visualise the state of a single core abstractly as a tree

of partially and completely executed instances, as in Fig. 1 (top).

Abstract-microarchitectural operational models use this abstrac-

tion [24, 25, 28, 50, 52, 53]. We depict the retired (committed) FDX

instances as solid dark green, and partially/tentatively executed

Architecturally executed An instruction is architec-

turally executed only if it would be executed in a simple

sequential execution of the program. [...]

Simple sequential execution The behavior of an imple-

mentation that fetches, decodes and completely executes

each instruction before proceeding to the next instruction.

Such an implementation performs no speculative accesses

to memory, including to instruction memory. The imple-

mentation does not pipeline any phase of execution. In

practice, this is the theoretical execution model that the ar-

chitecture is based on, and Arm does not expect this model

to correspond to a realistic implementation of the architec-

ture.

Architecturally executed A candidate execution can be

architecturally executed if it is composed of a sequence

of FDX instances for each thread that together satisfy the

Arm concurrency model [extended to cover exceptions, as

described here, and other systems phenomena], starting

from the machine initial state.

Figure 2: Arm prose specification [9, Glossary, p14749] (top)
and our suggested rephrasing (bottom).

in-flight instances as light green. The arrows depict program order.

Committed instances can be program-order after in-flight instances,

and non-committed instances may need to be restarted. Eventually

all FDX instances for this hardware thread will be either committed

or discarded, e.g. as in Fig. 1 (bottom). These are the architecturally
executed FDX instances. The architecture definition, and any formal

semantics thereof, have to define which such sequences are allowed

for each thread. This definition includes the register content; mem-

ory read values; and their relationships with other threads, as deter-

mined by the relaxed concurrency model. Axiomatic concurrency

models, e.g. [1–3, 6–8, 12, 19, 26, 27, 31, 54, 56, 59], use candidate

executions containing the events just from these architecturally

executed instances.

The Arm prose specification in Fig. 2 (top) previously attempted

to capture the relationship between implementation execution (out

of order and speculative) and the architectural definition of allowed

behaviour in terms of a notion of “simple sequential execution”.

As the prose says, simple sequential execution does not hold for

the intended relaxed-memory architecture. We propose a more

correct rephrasing that allows for exceptions and other systems

phenomena in Fig. 2 (bottom).

Fig. 3 depicts a tree of instances involving exception entry (svc)

and return (eret). Arm-A allows implementations to observe the

exception handling instances as executing before program-order

previous instances have been retired, and similarly exception return.

Exception entry and return may never be observed as starting

to execute speculatively, however, and so the three speculative

branches may not observe exception entry or return instances.

Precision must account for these allowed and prohibited relaxed

behaviours.

3

https://github.com/rems-project/sail-arm/blob/19566bdb8615ae92ceea4b2a0e2bfbf59f5fbf0c/arm-v9.4-a/src/v8_base.sail#L34286
https://github.com/rems-project/sail-arm/blob/19566bdb8615ae92ceea4b2a0e2bfbf59f5fbf0c/arm-v9.4-a/src/fetch.sail#L194
https://github.com/rems-project/sail-arm/blob/19566bdb8615ae92ceea4b2a0e2bfbf59f5fbf0c/arm-v9.4-a/src/decode_end.sail#L85
https://github.com/rems-project/sail-arm/blob/19566bdb8615ae92ceea4b2a0e2bfbf59f5fbf0c/arm-v9.4-a/src/instrs64.sail#L32819
https://github.com/rems-project/sail-arm/blob/19566bdb8615ae92ceea4b2a0e2bfbf59f5fbf0c/arm-v9.4-a/src/instrs64.sail#L32819
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Figure 3: The tree of partially and completely executed FDX
instances with exceptions, in hardware or operational model
execution. Instructions may execute out-of-order across ex-
ception boundaries, requiring a modern definition for preci-
sion.

3 Relaxed behaviour of precise exceptions
Exceptions change the control flow and processor context, that

is, the collection of system and special registers which control

the execution of the machine, such as the current exception level

(PSTATE.EL), masking of interrupts (PSTATE.{D,A,I,F}), processor

flags, etc. However, changes to the context may not take effect imme-

diately, and so, to ensure that program-order-later instructions see

such changes, exceptions usually come with context synchronisa-

tion. It is this context synchronisation which imposes ordering, and

we show how, without such context synchronisation, we observe

reordering across exception boundaries. For this reason, exceptions

are usually context-synchronising on Arm.

There are many things that can trigger exceptions. The simplest

way is to use an ‘exception-generating instruction’ such as a system

call (on Arm, the SVC instruction). While exceptions like interrupts

and page faults are more common, they may come with extra syn-

chronisation. Therefore, SVCs provide a baseline for precision, and

we use them in our exploration of the behaviour of exceptions in

the remainder of this section; we return to discuss other exceptions

later on.

In this section, we explain relaxed behaviour of precise excep-

tions through litmus tests, the usual standard for succinctly cata-

loguing the relaxed behaviours allowed by an architecture [7, 8, 12].

Litmus tests are small programs capturing specific software pat-

terns or hardware mechanisms, whose outcome depends on some

kind of out-of-order execution.

Precise exceptions do not change the memory model between

exception boundaries, and so the interesting questions concern

out-of-order execution across exception boundaries.

We will talk about context synchronisation in detail (§3.1), ex-

plore the baseline out-of-order execution across exception bound-

aries (§3.2), then the stronger behaviour of specific types of excep-

tions (§3.3), touch on how the instruction semantics needs to be

adapted (§3.4), and finally discuss a corner case disabling context

synchronisation (§3.5).

3.1 Context-synchronisation
Updates to the context, such as writes to system registers, need

synchronisation to be guaranteed to have an effect. We do not

model the behaviour of such context-changing operations when

such synchronisation is not performed. Instead, we merely identify

when and how exceptions are context-synchronising, and note that

this has a knock-on effect on memory accesses.

Architecturally, a context synchronisation event guarantees that

no instruction program-order-after the event is observably fetched,

decoded, or executed until the context-synchronising event has

happened. A simple microarchitectural implementation for context

synchronisation is to flush the pipeline: restarting all program-

order-later instances once the context-synchronising effect occurs.

More complex implementations may be more clever, as long as they

preserve the semantics.

Software can explicitly generate context synchronisation events

by issuing an Instruction Synchronisation Barrier (ISB). Context

synchronisation can also happen implicitly, for example on excep-

tion entry and exit. This is the case in Arm, except in a rare use

case we return to in §3.5.

The effect of context synchronisation events in exception bound-

aries is that any instance after the boundary has an ISB-equivalent

dependency on the instances before the boundary. This mechanism

implies the following fundamental invariant: context synchronising
exceptions are never taken speculatively, and it limits speculation

to the same well-understood extent as ISB limits speculation. This

invariant has interesting interactions with external aborts, which

we discuss in §4.

3.2 Relaxed behaviours
In this section, we explore the relaxed behaviour of exceptions,

with a selection of litmus tests from our larger suite of 61 hand-

written tests. For each test, we include whether the behaviour is

allowed in our understanding of the architectural intent; the rele-

vant experimental results when available (labelled hw-refs); and a

candidate execution graph. When available, the experimental hard-

ware results (obtained by extending the testing harness of Simner

et al. [57]) report the frequency of observation on the following

implementations, respectively a Raspberry Pi 3B+ (Arm Cortex-A53

r0p4), a Raspberry Pi 4B (Arm Cortex-A72 r0p3), a Raspberry Pi

5 (Arm Cortex-A76 r1p4), and an ODROID N2+ (Arm Cortex-A73

r0p2). The latter is a big.LITTLE architecture; our results are from

the ‘big’ A73 cores. We mark behaviours as allowed/disallowed

based on discussions with Arm architects.

3.2.1 Out-of-order execution across exception boundaries. Excep-
tion boundaries do not act as memory barriers, so loads and stores

may be executed out-of-order over an exception entry or an excep-

tion exit or the composition of both (Figure 4).

3.2.2 Speculative exception entry or return. The invariant ‘context
synchronising exceptions cannot be taken speculatively’ imposes

the same kind of barrier as a ctrlisb dependency would impose

between program-order-previous instances and the instances in

the handler. The control dependency is due to the branching to

the handling code, and the ISB dependency is due to context syn-

chronisation. As a consequence, the two behaviours in Figure 5

are forbidden. On architectures that allow the FEAT_ExS extension,

they would be allowed when the exception entry/exit is not context

synchronising, i.e., when the corresponding EIS/EOS bit is cleared.

This mechanism also explains why we do not observe load-load

reordering on the Raspberry Pi devices, but we do observe them on

the ODROID-N2+ (exhibited by the test MP+dmb+svc which can be

found in the supplementary material). These machines exhibit the

same behaviour as they would for the corresponding MP+dmb+isb

behaviour from previous work.

4
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MOV X0,#1
STR X0,[X1]
DMB SY
LDR X2,[X3]

Thread 0
SVC #0
LDR X2,[X3]

Thread 1
MOV X0,#1
STR X0,[X1]
ERET

T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=x

SB+dmb.sy+eret AArch64

Allowed: 0:X2=0, 1:X2=0

hw-refs param-refs
RPi 3B+ 162K/33M ExS A
RPi 4B 85K/12M SEA𝑅 A
RPi 5 2.0K/11M SEA𝑊 F

ODROID N2+ (big) 38/17M SEA𝑅+𝑊 F

W x=1a:

R y=0b:

Thread 0
W y=1c:

R x=0d:

Thread 1

dmb eretfrfr

Figure 4: Reads and writes may be executed out-of-order
across exception entry, exit, or even both. This shows execut-
ing a read out-of-order across exception entry+exit.

MOV X0,#1
STR X0,[X1]
DMB SY
MOV X2,#1
STR X2,[X3]

Thread 0
LDR X0,[X1]
CBNZ X0,LC00
LC00:
SVC #0

Thread 1
LDR X2,[X3]
T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=x

MP+dmb.sy+ctrlsvc AArch64

Forbidden: 1:X0=1, 1:X2=0

hw-refs param-refs
RPi 3B+ 0/1M ExS A
RPi 4B 0/19M SEA𝑅 F
RPi 5 0/11M SEA𝑊 F

ODROID N2+ (big) 0/18M SEA𝑅+𝑊 F

W x=1a:

W y=1b:

Thread 0
R y=1c:

R x=0d:

Thread 1

dmb ctrlsvcrffr

Figure 5: Context synchronising exception entry (and re-
turns) are not executed speculatively.

3.2.3 Privilege level. The privilege level (PSTATE.EL) has little to no
additional effect on the behaviours we present: their allowed/forbid-

den status remains the same whether the privilege goes up/down in

entry/exit or remains the same. The one exception to this principle

is the effect a privilege change has on non-faulting translation table

walks. A non-faulting translation walk for an instance program-

order-before a privilege-changing exception entry from ELnmay be

reordered with the entry, but would then also be reordered with ev-

ery subsequent exception boundary until the privilege level returns

to ELn. Explaining this case in full detail would require substantial

details of Arm’s virtual memory architecture [57], and we leave it

to future work.

3.2.4 Forwarding writes. It is permitted for writes to be forwarded

from a store to a read across exception entry and return

(SB+dmb+rfisvc-addr in Figure 6).

3.2.5 Dependency through system registers. Where exceptions are

taken to and returned to are part of the context, and must be read

by exception taking and returning, and so they can be involved in

register dependency chains. Here, we do not characterise the gen-

eral effect of such dependencies, but focus on the effect exceptions

have on them.

MOV X0,#1
STR X0,[X1]
DMB SY
LDR X2,[X3]

Thread 0
MOV X0,#1
STR X0,[X1]
SVC #0

Thread 1
LDR X2,[X3]
EOR X6,X2,X2
LDR X4,[X5,X6]

T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=y, 1:X5=x

SB+dmb.sy+rfisvc-addr AArch64

Allowed: 1:X0=1, 1:X2=0

hw-refs param-refs
RPi 3B+ 839K/21M ExS A
RPi 4B 2.9K/106M SEA𝑅 A
RPi 5 135K/39M SEA𝑊 F

ODROID N2+ (big) 18K/16M SEA𝑅+𝑊 F

W x=1a:

R y=0b:

Thread 0
W y=1c:

SVCd:

R y=1e:

R x=0f:

Thread 1

dmb po

po

addr

fr

rf

fr

Figure 6: Forwarding into a non-speculative handler.

MOV X0,#1
STR X0,[X1]
DMB SY
MOV X2,#1
STR X2,[X3]

Thread 0
LDR X0,[X1]
MRS X4,ESR_EL1
EOR X5,X0,X0
ADD X5,X4,X5
MSR ESR_EL1,X5
SVC #0

Thread 1
LDR X2,[X3]
T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:PSTATE.EL=0b1, 1:X1=y,

1:X3=x

MP.EL1+dmb.sy+dataesrsvc AArch64

Forbidden: 1:X0=1, 1:X2=0

W x=1a:

W y=1b:

Thread 0
R y=1c:

R x=0d:

Thread 1

dmb dataesrsvcrffr

MOV X0,#1
STR X0,[X1]
DMB SY
MOV X2,#1
STR X2,[X3]

Thread 0
SVC #0
LDR X2,[X3]

Thread 1
LDR X0,[X1]
MRS X4,ELR_EL1
EOR X5,X0,X0
ADD X5,X4,X5
MSR ELR_EL1,X4
ERET

T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=x

MP+dmb.sy+ctrlelr AArch64

Forbidden: 1:X0=1, 1:X2=0

hw-refs param-refs
RPi 3B+ 0/22M ExS A
RPi 4B 0/108M SEA𝑅 F
RPi 5 0/39M SEA𝑊 F

ODROID N2+ (big) 0/18M SEA𝑅+𝑊 F

W x=1a:

W y=1b:

Thread 0
R y=1c:

R x=0d:

Thread 1

dmb ctrlelrrffr

Figure 7: System registers and context synchronisation

Dependencies on system register accesses compose with order-

ing from context synchronisation events to program-order-later

instructions. Test MP.EL1+dmb+dataesrsvc in Fig. 7 demonstrates

that a write to the system register ESR that depends on a read forbids

reordering this read across the boundary, even though resolving

the dependency does not affect the exception.

The ELR register is a special-purpose register, and is therefore

‘self-synchronising’. Therefore, writes into the ELR do not need

context synchronisation to guarantee that they are seen by program-

order-later instructions, and this means that dependencies into the

ELR are preserved (see Fig. 7).

This has two related subtleties, and is currently under investiga-

tion by Arm. The Software Thread ID Register (TPIDR) is a system

register in which the operating system can store thread identifying

information, but has no relevant indirect effects. Further testing

and discussions may clarify whether it forbids reordering. While

dependencies through special-purpose registers are preserved, con-

text synchronisation does not necessarily need to wait for those

writes, and so these dependencies do not necessarily pass to instruc-

tions after context synchronisation (in contrast to system register

writes).

3.2.6 Ordering from asynchronous exceptions. Asynchronous ex-
ceptions cannot be taken speculatively. Therefore, all instructions

program-order-after an asynchronous exception happen after that

exception.
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MOV X0,#1
STR X0,[X1]
DMB SY
MOV X2,#1
STR X2,[X3]

Thread 0
LDR X0,[X1]
MOV X5,#0
/ segfault
LDR X4,[X5]

Thread 1
LDR X2,[X3]
T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=x

MP+dmb.sy+fault AArch64

Forbidden: 1:X0=1, 1:X2=0

W x=1a:

W y=1b:

Thread 0
R y=1c:

Pagefaultd:

R x=0e:

Thread 1

dmb po

po

rf

fr

MOV X0,#1
STR X0,[X1]
DMB SY
MOV X2,#1
STR X2,[X3]

Thread 0
LDR X0,[X1]
L:
NOP

Thread 1
LDR X2,[X3]
T1 Handler

Initial state: *x=0, *y=0;

0:X1=x, 0:X3=y; 1:X1=y, 1:X3=x

interrupt at=L

MP+dmb.sy+int AArch64

Allowed: 1:X0=1, 1:X2=0

W x=1a:

W y=1b:

Thread 0
R y=1c:

TakeInterruptd:

R x=0e:

Thread 1

dmb po

po

rf

fr

Figure 8: Different exception kinds can have different be-
haviour.

3.3 Exception-specific mechanisms
Some exceptions on some implementations involve additional mech-

anisms. For example, when an implementation supports the En-

hanced Translation Synchronisation (FEAT_ETS2), the translation-

table-walks which generate translation faults (pagefaults) gain

additional ordering from program-order-previous instances. Fig-

ure 8 compares the a Message-Passing test involving a page-fault

(MP+dmb.sy+fault, forbidden) and the same shape involving an

SVC exception (MP+dmb.sy+int, allowed).

The architectural rationale for FEAT_ETS2 is to prevent spuri-

ous faults from old translation walks. Such faults cause difficul-

ties for software and require software to introduce many barriers.

The FEAT_ETS2 extension requires hardware to always put a bar-

rier before a translation fault. Microarchitecturally, this can be by

restarting faulting instructions when they become non-speculative.

Implementations are required to support FEAT_ETS2 from Armv8.8-

A onwards, and we model it. We are aware the specification of

additional mechanisms per exception-kind is an active area for

Arm, and we hope to extend the model to match future changes in

the architecture.

3.4 Exceptions and the intra-instruction
semantics

Wherever possible, we want to interpret the intra-instruction ASL

ordering as preserved, both for conceptual simplicity, memory-

model tool execution, and reasoning. This has previously been

possible except in a few specific cases that are inherently concur-

rent: instructions that do multiple accesses, and CSEL, CAS, SWAP,

etc. Exceptions introduce a new interesting case for instructions

that do a register writeback concurrently with a memory access.

For example, STR (immediate) has a “Post-index” and a “Pre-index”

versions [9, C6.2.365, p2442]. The post-index STR Xt, [Xn], #8,

for example, stores the value in Xt to the address initially in reg-

ister Xn and adds 8 to Xn. The Arm ARM ASL for STR puts that

register write at the end, after the memory access has completed.

The architectural intent is that program-order-later instances that

depend on Xn can go ahead early, e.g. before the data in register Xt

is available to be written to memory. The relevant litmus tests have

been observed (on an ODROID-N2+, with 2 Cortex A53 cores plus

4 Cortex A73 cores) [30].

Previous work captured this allowed by having the register write-

back before the memory access in the instruction semantics. How-

ever, exceptions require more care: when the memory access gener-

ates an exception, the writeback register should appear unchanged

to instances after the exception boundary.

3.5 Disabling context synchronisation
On Arm, there is an optional feature, FEAT_ExS, which provides two

new fields, EIS and EOS, in the SCTLR_ELx system control register.

These allow software to disable context synchronisation on excep-

tion entry and return, respectively. While the semantics is clear for

these systems, the programming model is unpredictable and hard to

program correctly, and so this configuration is rarely encountered

in practice.

4 Synchronous external aborts
The memory system may detect errors such as data corruption

independently of the MMU or Debug hardware, e.g., using parity

bits or error correcting code. In those cases, it will signal the error

by a class of exceptions called external aborts. The architecture does
not define at which granularity implementations may report such

aborts synchronously, which we refer to as synchronous external
aborts (SEAs). Instances program-order-after a potential cause for

synchronous external aborts are considered speculative until this

external abort can be ruled out, resulting in stronger behaviour

(§4.1). In an implementation that always reports external aborts

asynchronously, the later instances become non-speculative earlier,

allowing them to exhibit weaker behaviours.

When external aborts are reported asynchronously, the sim-

plest recovery is to wind down the aborting process. To allow

programmers more reliable recovery, implementations can support

the Reliability, Availability, and Serviceability (RAS) extension. This

extension is a substantial component of the architecture, far beyond

the scope of this work. Here, we are merely taking the first steps,

describing a baseline of behaviours in a very constrained setting,

that further work may be able to extend to account for the RAS.

4.1 Behaviour resulting from synchronous
external aborts

There is an asymmetry between reads and writes with respect to

speculation: writes cannot be propagated speculatively, whereas

reads can be satisfied speculatively. We will therefore consider the

store and load cases separately.

If a store may generate an SEA, then program-order-later in-

stances are speculative until the store has (at least) propagated to

memory. In that case, write-write re-ordering (MP+po+addr) is for-

bidden. Reads program-order-after writes are permitted to execute

speculatively anyway, and so the presence of these SEAs does not

restrict their ability to execute early.

More interestingly, if a load may generate an SEA, then program-

order-later instances are speculative until the load has completed all

its reads, and is non-restartable. This means that writes program-

order-after that read are forbidden from executing out-of-order.

This forbids interesting tests which would otherwise be allowed,

namely load-buffering (LB+pos) and MP with a plain ISB after one

load (MP+dmb.sy+isb) [55].
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4.2 Load buffering and the out-of-thin-air
problem

This has an important and hitherto not well-understood impact on

programming-language concurrency models. Ruling out LB enables

substantially simpler design of programming language concurrency

models: they can execute instructions in-order and merely keep a

history of the writes seen so far, e.g. [40], and thereby avoid the

notorious out-of-thin-air problem [13]. These simpler semantics

support a line of model checkers for C/C++ and LLVM [36–38]. In

contrast, the presence of LB seems to require significant sophistica-

tion [3, 13, 14, 17, 32, 33, 47, 48].

5 An axiomatic model of exceptions
We now give a formal semantics that describes the concurrent

behaviour of precise exceptions on Arm-A. We give it as an ex-

tension of the previous model of Pulte et al. [50], a predecessor of

the current Arm model [21], in the standard ‘cat’ format [8, 12], in

Figure 9.

The model is parameterised along two axes:

• FEAT_ExS corresponds to the feature of the same name

being implemented; we do not support runtime changes of

the related SCTLR_ELx.{EIS,EOS} fields, and so fix them

as variants.

• SEA_R and SEA_W correspond to the ImplementationDe-

fined choice of whether loads or stores may generate syn-

chronous external aborts.

Most current hardware does not support FEAT_ExS, and more-

over, we expect that most software would not use it. However, its

semantics is relatively straight-forward as we understand it, and so

we include it in our model.

We add new events to the candidate execution: TE (take excep-

tion) and ERET, which correspond to the synchronisation points

(whether they are synchronising) of taking or returning from an

exception; and MRS and MSR events, for reading and writing system

registers, corresponding to the Arm MRS and MSR instructions which

change the context.

Exceptions and program order. We include all the new events in

program-order. This includes the events from instructions directly

before and after taking or returning from an exception.

Interrupts. While this cat model does not support inter-processor

interrupts and the generic interrupt controller (see §7 for a draft

extension to support them), it does support other precise asynchro-

nous exceptions (e.g. timers).

Ordered-before. We expand ordered-before:

• Wherever ctrl|(addr;po) was used before, we also in-

clude instructions program-order-after reads orwriteswhen

in the relevant SEA variant. With those variants, the instruc-

tions program-order-after those events are speculative up

until the memory access has completed.

• The previous model’s use of ISB was purely for its context

synchronisation effect. Accordingly, wherever [ISB] was

used before, we include exception entry (TE) and exit (ERET),

unless we are in the variant where context synchronisation

on those events is disabled.

"Arm-A exceptions"

include "cos.cat"
include "arm-common.cat"

(* might-be speculatively
executed *)

let speculative =
ctrl

| addr; po
| if "SEA_R" then [R]; po

else 0
| if "SEA_W" then [W]; po

else 0

(* context-sync-events *)
let CSE =

ISB
| if "FEAT_ExS" & ∼"EIS"

then 0 else TE
| if "FEAT_ExS" & ∼"EOS"

then 0 else ERET

let ASYNC =
TakeInterrupt

(* observed by *)
let obs = rfe | fr | co

(* dependency-ordered-
before *)

let dob =
addr | data

| speculative ; [W]
| speculative ; [ISB]
| (addr | data); rfi

(* atomic-ordered-before *)
let aob =

rmw
| [range(rmw)]; rfi; [A|Q]

(* barrier-ordered-before

*)
let bob =

[R] ; po ; [dmbld]
| [W] ; po ; [dmbst]
| [dmbst]; po; [W]
| [dmbld]; po; [R|W]
| [L]; po; [A]
| [A | Q]; po; [R | W]
| [R | W]; po; [L]
| [dsb]; po

(* contextually-ordered-
before *)

let ctxob =
speculative; [MSR|CSE]

| [MSR]; po; [CSE]
| [CSE]; po

(* async-ordered-before *)
let asyncob =

speculative; [ASYNC]
| [ASYNC]; po

(* Ordered-before *)
let ob = (obs | dob | aob |
bob | ctxob | asyncob)+

(* Internal visibility
requirement *)

acyclic po-loc | fr | co |
rf as internal

(* External visibility
requirement *)

irreflexive ob as external

(* Atomic: Basic LDXR/STXR
constraint to forbid
intervening writes. *)

empty rmw & (fre; coe) as
atomic

Figure 9: Arm-A exceptional model (greyed out parts are
unchanged from the original model).

• We extend barrier-ordered-beforewith the DSB barriers. The

barrier event classes are upwards-closed, so that DSB.SY is

included in all the dmb events.

• We add a context-ordered-before (ctxob) sub-clause to the

ordered-before relation, which captures the ordering of

context-changing operations and context-synchronisation:

namely, that context-changes and context-synchronisation

cannot happen speculatively; that all context-changes are

ordered before any context-synchronisation; and that no

instruction program-order-after context-synchronisation

can be executed until the synchronisation is complete.

• Weadd an async-ordered-before (asyncob) clause to ordered-

before, capturing that asynchronous events (such as in-

terrupts) cannot be done speculatively, and instructions

7
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program-order-after them may not happen before the asyn-

chronous event which precipitated them.

5.1 Executable-as-a-test-oracle implementation
We implement the model in Isla [12], an SMT-based executable

oracle for axiomatic concurrency models (and ISA semantics). Isla

takes as input a memory model in herdtools-like cat format, and

a litmus tests. To support tests with asynchronous exceptions, we

added a construct to specify a label where the exception will occur,

so that Isla then pends an interrupt at that program point.

The instruction semantics we use is a translation into the Sail

language of the Armv9.4-A ASL specification, including the top-

level function provided by Arm. [15] The translation process [11]

is mostly automatic, requiring select manual interventions mostly

due to differences in the type systems of ASL and Sail. We also

added patches to support the integration with Isla, in particular

adding hooks to expose information about exceptions being taken

in a form that can be readily consumed by Isla. In doing so, we

encountered and fixed some bugs in the ASL model related to uses

of uninitialised fields in data structures, as well as missing checks

for implemented processor features that led to spurious system

register accesses.

For all the (non-IPI) tests presented in this paper, Isla, the ar-

chitectural intent as we understand it, and the results of hardware

testing from §3.2 are consistent.

6 Challenges in defining precision
The phenomena we describe in §3 highlight that the historical,

naive definition of precision does not account for relaxed memory.

The open problem is then how to adequately define precision in a
relaxed-memory setting. This challenge is hinted at in the way the

Arm reference manual [9, D1.3.1.4, p6060] defines precision as:

An exception is precise if on taking the exception, the hard-

ware thread (aka processing element, PE) state and the

memory system state is consistent with the PE having ex-

ecuted all of the instructions up to but not including the

point in the instruction stream where the exception was

taken from, and none afterwards. [except that in certain

specific cases some registers and memory values may be

UNKNOWN]

This definition explicitly allows various side effects of an instruc-

tion executing when an exception is taken to be visible. The details

are intricate, but in outline: registers that would be written by the

instruction but which are not used by it (to compute memory access

addresses) can become UNKNOWN, and for instructions that in-

volve multiple single-copy-atomic memory writes (e.g. misaligned

writes and store-pair instructions), where each write might gen-

erate an exception (e.g. a translation fault), the memory locations

of the writes that do not generate exceptions become UNKNOWN.

These side effects could be observed by the exception handler, and

the memory write side effects could be observed by other threads

doing racy reads. Hardware updates to page-table access flags and

dirty bits, and to performance counters, could also be observable.

This means that the abstraction of a stream of instructions exe-

cuted up to a given point does not account for the relaxed-memory

behaviour.

Arm classify particular kinds of exceptions as precise or not, but

all the above makes it hard to define in general what it means for

an exception to be precise in a relaxed setting.

The ultimate architectural intent of precision is that it is suffi-

cient to meaningfully resume execution after the exception. For

example, for software that does mapping on demand, when an

instruction causes a fault by accessing an address which is not

currently mapped, the exception handler will map that address and

return. This means that re-executing the original instruction will

overwrite these UNKNOWNs, and will have ordering properties

much like the original instruction would have had if the mapping

had already been in place.

Our models are complete enough to reason about such cases

in concrete examples. However, a general definition of precision,

and the accompanying reasoning principle, would have to cap-

ture assumptions about the exception handler and its concurrent

context to ensure that they do not observe the above side effects.

More straightforwardly, the above definition of what becomes UN-

KNOWN would have to be codified, as that is not currently in the

ASL architectural pseudocode.

Exceptions may also be imprecise, in which case the behaviour is

very loosely constrained, and the current architecture does not give

well-defined guarantees in the presence of imprecise exceptions. All

exceptions in Arm are precise except for external memory errors

which are not reported synchronously (§4), which we do not cover.

7 Software-generated interrupts
Inter-processor interrupts (IPIs), known as software-generated in-

terrupts (SGIs) on Arm, are an important synchronisation mech-

anism available to software. They are used throughout systems

software to signal other threads, including within the Linux kernel

(in its RCU synchronisation mechanism), in software (via Linux’s

sys_membarrier), e.g. in JITs [58], and in programming language

runtimes (e.g. in Microsoft’sVerona [18]). Such use of SGIs criti-

cally depends on a detailed understanding of the interaction of

exceptions with relaxed-memory behaviour.

To manage the sending, routing, prioritisation, and delivery of

interrupts, Arm define an optional generic interrupt controller (GIC).
The GIC provides a uniform API for sending and routing interrupts

from peripherals to threads, and comes in several versions. We

focus on GICv3 and its CPU interface, but expect the behaviour we

describe should apply to GICv4.

There are many interesting questions about SGIs. We cover just

a simple baseline: enough to reason about the synchronisation used

by software, but ignoring much of the complexity of the GIC. We fix

a relatively simple configuration, and focus on the relaxed-memory

aspects of the interaction between SGIs and the rest of the memory

and processor state.

7.1 The Generic Interrupt Controller – basic
machinery

We begin by introducing the context of the basic Arm GIC ma-

chinery, before addressing its relaxed ordering in later subsections.
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An interrupt is generated on its source (a hardware thread or some

peripheral) for a particular event (e.g. an SGI). This interrupt is then

sent to the interrupt controller, which is split into a distributor, the

global machinery in charge of routing interrupts to cores, and the

per-thread redistributors, each of which maintains a thread-local

state for each interrupt (which we describe in more detail later).

Interrupts are identified in the GIC by its ‘interrupt ID number’ (IN-

TID). Each instance of an interrupt sent to the interrupt controller

is associated with an INTID, either by software or a peripheral,

and is provided to the receiving core in a register it can read (via

acknowledgement, described later).

Each hardware thread (PE) has an interrupt status register (the

ISR), which has a single pending status bit for each interrupt class

(IRQ, FIQ, SError, etc). For each fetch-decode-execute cycle of the

top-level loop (see §2.3.1), the processor checks these status bits

to determine whether an interrupt is pending; if an interrupt is

pending and is not masked on that PE, the PE takes that interrupt.

It is the interrupt controller’s responsibility to set and clear the

pending bit in that register, notifying the thread of a pending in-

terrupt. To determine when to deliver (set the bit in the interrupt

status register) interrupts to the core, the redistributor maintains

three key pieces of state (this is for an ‘edge-triggered’ interrupt,

such as for SGIs; we do not discuss ‘level-sensitive’ interrupts):

• A priority to assign to each interrupt source, and the current

‘working’ priority of the interrupt(s) being handled.

• A priority mask, which prevents interrupts with too low a

priority from being delivered to the core.

• A per-INTID state, which is one of:

– Inactive: there is no current interrupt;

– Pending: the GIC has received an interrupt, and maybe

delivered it, but the core has not begun handling it; or

– Active: the core has signalled it is handling the inter-

rupt, but not yet signalled it is done.

Lifecycle of an interrupt. Interrupts start out Inactive. When an

interrupt is asserted by the source, the GIC sets the state for this in-

terrupt’s INTID to Pending. Within some unspecified, finite amount

of time, the GIC will set the pending bit in the interrupt status reg-

ister for the core, enabling the core to take an exception on the next

fetch-decode-execute loop.

The core should then acknowledge the interrupt, by reading the

appropriate interrupt-acknowledge-register (IAR); this returns the

INTID for use by the core, and sends a request to the redistributor to

mark the INTID as Active. Transitioning to the active state sets the

working priority to the priority of that INTID’s source, preventing

lower-priority interrupts from pre-empting the core, and clears the

pending bit in the interrupt-status-register on the core. If another

interrupt with the same INTID is asserted while the interrupt is

active, that instance will be buffered (only a single extra instance

may be buffered) and taken later, and the INTID is said to be ‘Active

and Pending’.While the interrupt is active, it will not be re-delivered

to the core, so even if the interrupt service routine performs an

ERET, it will not re-take the exception.

At some later time, the core may finish handling the interrupt

and be ready to receive further instances of that INTID. There are

two ways to do this, depending on whether one wants to separate

priority drop from deactivation, which is controlled by the EOImode.

Inactive Pending

Active &

pending

Active
source asserts interrupt

(eg by writing ICC_SGI1R_EL1);
GIC delivers interrupt

by setting pending bit in ISR

software changes pending state

software deactivates interrupt

re-pend
INTID

software changes
pending state

target acks interrupt
by reading IAR;

GIC unsets pending bit in ISR

target deactivates interrupt
by writing to EOIR/DIR
(depending on EIOmode)

Figure 10: GIC automaton, for each PE and each INTID, based
on Figure 4-3 “Interrupt handling state machine” from Arm
[10, §4.1.2], specialised to edge-triggered behaviour.

With EOImode=0, by writing the INTID to the end-of-interrupt

register (EOIR), the interrupt is deactivated simultaneously with

the the priority drop. With EOImode=1, writes to the EOIR only

perform priority drop, requiring separate deactivation through a

write to the deactivate-interrupt-register (DIR). Additionally, the

GIC interface provides registers which can manually set the current

priority, or mask, or explicitly set the state of an interrupt. Figure 10

shows the typical transitions between states.

Intended software usage. Typically, software use of interrupts

falls into one of two categories:

• Nested interrupt servicing, where software readily uses

priorities and handles the interrupt directly in the interrupt

service routine, as it typical in real-time OSs.

• Deferred interrupt handling, where software acknowledges

the interrupt directly, but handles it later.

Linux falls into the second category, utilising only a single inter-

rupt priority. This ‘split’ approach to handling interrupts, where the

interrupt service routine merely acknowledges, and the actual han-

dling of the interrupt comes later, leads Linux to adopt EOImode=1.

When the interrupt is taken by the core, it is acknowledged, the

INTID is checked against special cases, priority is quickly dropped,

and interrupts are unmasked. The actual interrupt may then be han-

dled, concurrently with new interrupts being signalled to the core,

although duplicates of the incident INTID will still be masked as it

is not yet deactivated. Eventually, the core completes the work for

that interrupt and then deactivates it, advancing the state machine.

7.2 Ordering of the propagation of SGIs
An SGI is generated by a write to the appropriate register (e.g.

ICC_SGI1R_EL1), and is received on one or several thread(s). This

gives rise to questions of three kinds:

• What is required to order the generation of the SGI after

earlier accesses?

• Does routing of the SGI imply ordering? e.g. is the interrupt

controller an observer wrt. multi-copy-atomicity?

• What is required to ensure that the sequence of acknowl-

edgement and deactivation happens correctly?

There are few guarantees about the order of propagation of SGIs,

or interrupts generally. Interrupts may be delivered to the core at

any time, and multiple pending interrupts may be delivered in any

9
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MOV X0,#1
STR X0,[X1] // write data
DSB ST
MOV X2, #1, LSL #40
//generate SGI
MSR ICC_SGI1R_EL1, X2
ISB

Thread 0
NOP
Thread 1

MRS X3, IAR // ack interrupt
AND X3, X3, #0xFFFFFF
DSB SY
MSR EOIR, X3 // drop priority
ISB
MOV X0, #1
LDR X1,[X2] // read data
DSB SY
MSR DIR, X3 // deactivate
ERET

T1 Handler

Initial state: *x=0;
0:PSTATE.EL=1; 1:EOIMode=1

0:X1=x; 1:X0=0, 1:X1=0, 1:X2=x

MPviaSGIEIOmode1sequence AArch64

Forbidden: 1:X0=1, 1:X1=0

Figure 11: MPviaSGIEIOmode1sequence: Synchronisation-
via-SGI with the full acknowledge-drop-deactivate sequence
appropriate for EOImode=1.

order (priorities allowing). There are no guarantees analogous to

the coherence or atomicity of memory, and generated interrupts

may be re-ordered, or delivered to different cores in different orders.

However, as discussed earlier, interrupts may not be speculated,

and so the interrupt cannot be delivered to the target PE before it

is generated.

SGI litmus testing. We extract the fundamental Message-Pass-via-

SGI shape underlying Linux’s implementation of RCU on Armv8 as

a litmus test, MPviaSGIEIOmode1sequence, in Figure 11. Passing a

message through an SGI requires some synchronisation between

the write of the data and the generation of the SGI (here a DSB ST

on Thread 0), and requires observation of the data in the exception

handler; the SGI also needs to be is properly acknowledged and

deactivated, with the appropriate barriers.

This test is composed of two interacting parts: the part that

imposes the ordering between the write and the read of the data,

and the part that interacts with the GIC to manage the interrupt.

Figure 12 asks the most basic question of this shape: if we try pass

a message via an SGI, without any further synchronisation, can

we still read an old value? The answer is yes, because the genera-

tion and subsequent delivery of the SGI could happen before the

propagation of the store. On the other hand, the extensive synchro-

nisation on the receiving thread imposed by GIC management is

accidental for the read, which is already strongly ordered after the

taking of the exception.

7.3 Software usage of SGIs
Synchronisation mechanisms like those discussed above rely on

this link between memory accesses and interrupts to achieve low-

overhead synchronisation. More specifically, they push the cost

away from normal memory accesses and onto a “system-wide mem-

ory barrier” implemented using interrupts. This is a fork-join bar-

rier, not a fence. Interestingly, RCU and the Verona asymmetric

lock rely on two different aspects of this system-wide memory

barrier: RCU relies on masking of interrupts to implement cheap

read critical sections, whereas the Verona asymmetric lock relies

on precision of interrupts (§6).

System-wide memory barrier. This system-wide memory barrier

is a two-way barrier: the issuing PE notifies all other PEs, and waits

MOV X0, #1
STR X0, [X1]
MOV X2, #1, LSL #40
MSR ICC_SGI1R_EL1, X2

Thread 0
NOP
Thread 1

MOV X0, #1
LDR X1, [X2]
ERET

T1 Handler

Initial state: *x=0;
0:PSTATE.EL = 1

0:X1=x; 1:X0=0, 1:X1=0, 1:X2=x

MPviaSGI AArch64

Allowed: 1:X0=1, 1:X1=0

W x=1a:

GenerateInterruptb:

Thread 0
TakeInterruptc:

R x=0d:

Thread 1

po pointerrupt

fr

Figure 12: MPviaSGI: message passing via SGI, illustrating
two potential phenomena: (1) On the writer side: a po-earlier
write gets reorderedwith a po-later GenerateInterrupt. (2) On
the reader side: a po-earlier TakeInterrupt gets reordered
with a po-later read (from the interrupt handler).

for a reply from all of them. The notification is implemented using

interrupts, relying on the ordering described above, which is guar-

anteed by Arm-A. In Kernel RCU (where this barrier forms the core

of synchronize_rcu, exposed to userland as the sys_membarrier

syscall), the wait for a reply is implemented using memory opera-

tions, namely a lock-protected counter that threads increment to

acknowledge receipt of the interrupt. We simplify this (to a write

to a flag) in our litmus tests to reduce complexity.

RCU. The key concept of RCU is that of a grace period [44][43,

§9], as captured by Alglave et al. [5] in the RCU-MP litmus test

(Figure 13).

We focus on the use of interrupts in Kernel RCU. For perfor-

mance, RCU also relies on address dependencies to implement

cheap ordering in read sections, but that is already explained in the

‘user’ model of Arm-A [24, 50] by MP+dmbst+addr.

At the level of Arm assembly, the synchronize_rcu system-

wide memory barrier is decomposed into a DSB ST followed by

an MSR to SGI1R, and a wait for the acknowledgement (in our cut-

down tests, a read acquire of the ack flag); entering the read critical

section via rcu_read_lock and leaving it via rcu_read_unlock

decompose to writes to the DAIF (pseudo)register that mask and

unmask interrupts.

The crux of this litmus test is that interrupts are masked between

the two reads, and that the handler is therefore either before both

reads, or after both reads, but not in between (as in, no event of

the handler is in between the two reads in program order). At the

Linux C level, this masking ensures that the interrupt generated by

the synchronize_rcu system-wide memory barrier is taken either

before or after the read section, but not during, providing the basis

for mutual exclusion. In the litmus tests, this is captured by the fact

that if the read of the flag y sees the flag, the read of the data x sees

the new data.

Verona asymmetric lock. We capture the key scenario of the asym-

metric lock of Verona [46] (and of ‘biased locking’ and ‘asymmetric

Dekker synchronisation’ [16, 20, 22, 23, 34, 35, 42, 51] as used in the
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//*x = 1;
MOV X0, #1
STR X0, [X1]
//sync_rcu();
MOV X2, #1, LSL #40
MSR ICC_SGI1R_EL1, X2
LDAR X5, [X6]
//*y = 1;
MOV X3, #1
STR X3, [X4]

Thread 0
//read_lock();
MSR DAIFSet,
#0xf
//... = *y;
LDR X0, [X1]
//... = *x;
LDR X2, [X3]
//read_unlock();
MSR DAIFClr, #0xf

Thread 1
ACK-DEACT(X6)
MOV X2, #1
STLR X2,[X5]
ERET

T1 Handler

Initial state: *x=0, *y=0, *z=0;
0:X1=x, 0:X4=y, 0:X6=z;
1:X0=0, 1:X1=y, 1:X2=0, 1:X3=x, 0:X5=z

RCU-MP AArch64

Allowed: 0:X5=1, 1:X0=1, 1:X2=0

W x=1a:

GenerateInterruptb:

Racq z=1c:

W y=1d:

Thread 0
MSR DAIFSete:

R y=1f:

R x=0g:

MSR DAIFClrh:

Thread 1
TakeInterrupti:

ACK-DEACTj:

Wrel z=1k:

ERETl:

T1 Handler

po

po

po

po

po

po

po

po

po

interrupt

rf

fr

rf

Figure 13: RCU-MP: the key test of RCU: are two writes sepa-
rated by the generation of an SGI ordered with respect to a
read critical section implemented via interrupts masking?
With a DSB ST between a and b, this is forbidden.

JVM). It occurs when an ‘internal acquire’ from the (unique) owner

thread contends with an ‘external acquire’ from another thread.

The internal acquire is meant to be cheap, and only involves writ-

ing to an ‘external’ flag to express interest, and then, in program

order, reading from an ‘internal’ flag to ensure that other threads

have not expressed interest (falling onto the slow path if they have).

Crucially, in C++, there is a Barrier::compiler() that prevents

reordering of two instructions by the compiler, but does not appear

in the generated assembly. The external acquire does the symmetric

thing, writing on the ‘internal’ flag to express interest, and then

reading from the ‘external’ flag to ensure that the owner has not ex-

pressed interest. To order this, it uses a Barrier::memory(), which

involves a FlushProcessWriteBuffers(), which on Linux is im-

plemented using a sys_membarrier, which essentially boils down

to a synchronize_rcu.

The key guarantee that is relied in the ‘cheap’ thread is that the

interrupt must be taken precisely, and that it is therefore taken,

in program order, either entirely before the read of the internal

flag, entirely between the read of the internal flag and the write

to the external flag, or entirely after the write to the external flag.

In all three cases, the system-wide memory barrier ensures that

at least one of the two threads must see that the other thread has

expressed interest (must read the recent write), and therefore backs

off, ensuring mutual exclusion.

7.4 Ordering of GIC register writes
The Arm GIC Architecture Specification text (IHI 0069H.b) is rea-

sonably clear about the relaxed ordering of GIC events induced by

accesses to GIC registers with program-order later events (12.1.6

“Observability of the effects of accesses to theGIC registers”), though

there are still subtle requirements for barriers. A DSB.SY enforces

ordering of GIC events (generate, acknowledge, drop priority, and

deactivate) induced by accesses to GIC registers (SGI1R, IAR, EOIR,

DIR) with program-order-later events, as they are such effects. DSBs

are not needed to merely order the register accesses themselves.

An ISB ensures that any pending interrupts are taken before

executing the program-order later instructions.

If there was an interrupt in the Active and Pending state at deac-

tivation, then it is immediately re-pended on the PE (and so delivery

can immediately happen again). But, if there is no DSB between

the write of the deactivation and the context synchronisation, it

might be that the assertion and delivery did not yet occur, causing

the interrupt to be taken later.

7.5 A draft axiomatic extension
Wegive a draft extension to the previous axiomaticmodel to support

inter-processor interrupts, noting the challenges.

GIC candidates. Unlike with most of the instruction semantics,

there is very little public ASL from Arm which describes the pri-

ority and INTID state machine system. While much of the GIC’s

machinery, routing, virtualisation and so on, is not required to dis-

cuss the usage of interrupts here, a large quantity of the base GIC

architecture would need to be turned into ASL and incorporated

into the machinery. The rest of this extension assumes one has such

machinery in place.

First, we must extend the thread semantics: reads and writes of

the registers of the CPU interface to the GIC, and interrupt status

register, must be treated differently than other registers, lifting

them to the memory model with a relation constraining the values

they could read, analogous to ‘reads-from’. This allows us to tie the

thread’s events interacting with the GIC, with those events coming

from the GIC ASL.

We add the following new events, grouped as GICEvents:

• GenerateInterrupt, for the GIC action from writing the

SGI1R register, which sends an IPI to other cores. It is asso-

ciated with a target set of CPUs.
• Acknowledge, for the relevant effect in the GIC, i.e. the state

machine change and related updates to registers. Here, we

assume the GIC update is atomic, which ought to be true

for simple physical SGIs.

• DropPriority and Deactivate, for the relevant effects on

the GIC state machine and priority masking.

These new events are placed iio-after (intra-instruction-ordered)
the respective register events. Such events could instead be inserted

into po, with suitable modification of the previous relations, al-

though for simplicity here we do not.

Interrupt witness. We add a new existentially-quantified rela-

tion to the witness: interrupt. This associates the TakeInterrupt

with the GenerateInterrupt which caused it, constraining any

program-order-later Acknowledge and corresponding MRS event

11
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INTID values. This effectively assigns the INTID at the point the

interrupt is taken, and makes interrupt behave like rf for INTIDs;

if the INTID is never read, one must consider all possible interrupt

sources.

Update to relations and axioms. The update to the relations is

then fairly straightforward: insert interrupt into ob, and make

DSB instructions order GIC events in program-order. We do not put

GICEvents in program order to express that they may execute out-

of-order with respect to other events in the same thread, including

context-synchronisation, unless explicitly ordered (e.g. by DSBs).

8 Conclusion
We identify an open problem in giving a definition of precision

on relaxed architectures, and describe the challenge in doing so.

We characterise some basic guarantees of precision, which should

make it possible to apply some of the abstraction techniques used

to reason about nesting of interrupts [39, 41].

We extend the Arm-A memory model to cover exceptions, an

important aspect of defining the architectural interface, clarifying

the behaviour at that interface, and giving an executable-as-a-test-

oracle implementation of an axiomatic model usable as an explo-

ration tool to investigate the effect of synchronisation on hardware

exceptions and interrupts. We describe the interaction of hardware

exceptions with memory errors, and the consequences on the user

model.

We begin building a model for software-generated interrupts and

the required parts of the interrupt machinery relied upon by the

common computing base, giving the key shapes and litmus tests,

some baseline behaviours of the Arm GIC, and a draft extension

that covers key use cases.

Although there is much work still to do on exceptions, interrupts,

and their interaction with other features, this work creates a robust

foundation that future work can build on.
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